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PREFACE

For over sixty years, the nondestructive testing (NDT) or nondestructive
evaluation (NDE) of materials has been an area of continued growth. The need
for NDT has increased dramatically in recent years for various reasons such as
product safety, in-line diagnostics, quality control, health monitoring, and
security testing, etc. Besides the practical demands the progress in NDT has a lot
to do with its interdisciplinary nature. NDT is an area closely linked to aerospace
engineering, civil engineering, electrical engineering, material science and
engineering, mechanical engineering, nuclear engineering, petroleum engineering
and physics among others. There are at least two dozen NDT methods in use. In
fact any sensor that can examine the inside of material nondestructively is useful
for NDT. However the ultrasonic methods are still most popular because of its
capability, flexibility, and relative cost effectiveness. For this reason this book
places a heavy emphasis on the ultrasonic methods which are covered in Part I of
the book. Many other or advanced methods of NDT have also been well
developed in recent years, such as the use of terahertz waveforms, the
thermography method, etc. and they are covered in Part I of the book. The
application of signal and image processing to NDT problems is another major
development in the last twenty years and the subject is presented in Part III. The
NDT area is so broad that the representative chapters as presented in the book
can cover only certain aspects of the progress and development. However the
book is intended to present the essential aspects of the NDT with the chapters
authored by leading experts in the field.

We like to emphasize that the book provides a balance between the basics and
the applications of NDT. Chapter 1 of Part I on “Fundamental models and
measurements for ultrasonic nondestructive evaluation systems by Prof. Schmerr
has the most clear and concise presentation of the mathematical principles of
characterizing an ultrasonic nondestructive flaw measurement system, which are
useful for both medical and industrial evaluations. Combining the ultrasonic
beam models, flaw scattering models and measurements in a complete ultrasonic
measurement model gives us the capability to make absolute predictions of the
measured A-scan signals seen in ultrasonic flaw measurements. Chapter 2 on
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“Integrated and flexible high temperature piezoelectric ultrasonic transducers” by
Dr. Jen, et al. presents a technology to fabricate flexible transducers consisting of
a thin substrate, a piezoelectric film and electrodes. The integrated transducer can
operate at high temperature. The flexibility is realized owing to the porosity of
piezoelectric film and the thinness of substrate and electrodes. Chapter 3 on
“Real-time and in-line ultrasonic diagnostics of polymer process” by Dr. Jen,
et al. shows ultrasonic diagnostic capability in polymer extrusion melt quality
monitoring application. Also for injection molding diagnostics filling monitoring
is illustrated. Laser-ultrasound is a major development in ultrasonic NDE in
recent years. We are fortunate to have Dr. Jean-Pierre Monchalin to write
Chapter 4 on “Laser ultrasonics: principles and industrial applications”, which
provides a broad overview of the field of laser-ultrasonics encompassing basics
and applications. This chapter is a “must” reading for students and researchers in
the laser ultrasound area. Another major new development in ultrasonic NDT is
the methodology of guided waves as described in Chapter 5, “Guided wave based
nondestructive testing: a reference-free pattern recognition approach”, by Dr.
Sohn, et al. Defects such as crack and/or corrosion can be detected without
requiring pattern comparison with previously stored baseline data. The
robustness of the proposed technique against undesirable variations in the
system, such as temperature and external loading, can be attractive for long-term
continuous monitoring.

A unique feature of this book is that it deals with both industrial and medical
ultrasound. The latter is covered in the next four chapters. Both Chapter 6 and
Chapter 7 by Dr. Zhang and Dr. Yan et al. respectively are focused on the tissue
harmonic imaging based on the second harmonic ultrasound propagation.
Chapter 8 on “Applications of high-frequency ultrasound to diagnostic and
regenerative medicine” by Dr. Walters starts with a discussion of propagation
and scattering properties of soft tissue and then presents a high frequency
ultrasound system using 50 MHz transducer for the study of pulmonary arterial
hypertension. This study can be important to the diagnosis and treatment of
coronary arterial disease. An important advantage of the ultrasonic system is that
it can be quantitative and noninvasive or minimally invasive. Chapter 9 is
concerned with the receiver operating characteristics (ROC) analysis for
computer aided detection. Both threshold specific performance measure such as
sensitivity and specificity, and threshold independent performance measure based
on the area under ROC curve are examined. The use of ROC curve is not limited
to medical ultrasound problems however. Recently there has been greatly
increased interest in ROC analysis for NDT problems in general. Finally the last
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chapter of Part I, “Waveguides in acoustic sensor systems” by Larry Lynnworth
is one of the few chapters of the book dealing with ultrasonic NDT devices.

The development of new sensors or emerging methods of nondestructive
testing has contributed greatly to the advances of NDT. Part II deals with
advanced methods other than ultrasound for NDT. It begins with Chapter 11
on “Electromagnetic NDE techniques for materials characterization” by Dr.
Jayakumar et al. which provides an excellent overview of eddy current, magnetic,
micro-magnetic, alternating current field measurement (ACFM), potential drop
and microwave techniques for material characterization. Terahertz waveforms
represent a new method for NDT. Chapter 12 “Terahwertz NDE for aerospace
applications” by Bob Anastasi, et al. presents the pulsed terahertz technology
which is an excellent example of emerging techniques that provide
nondestructive testing of difficult-to-inspect material such as the Sprayed-on
Foam insulation of the Space Shuttle External Tank. Terahertz NDE is useful
also for metallic surface roughness evaluation and characterization of corrosion
under paint and corrosion under shuttle tile. Chapter 13 is “Large area time
domain terahertz (T-Ray) imaging non-destructive evaluation for security and
aerospace” by Dr. Zimdars, et al. T-ray imaging employs single cycle sub-
picosecond electromagnetic impulses with hyper wide band spectral content
spanning the milimeter-wave to terahertz region of the spectrum. T-Ray imaging
can offer up to 10 to 50 times greater resolution than microwave imaging at
40-90 GHz. There are other advantages offered by this new technology as
presented in this chapter.

The next three chapters deal with the thermography technique in NDT.
Chapter 14 on: “Active infrared thermography techniques for the nondestructive
testing of materials”, by Dr. Clemente Ibarra-Castanedo et al. provides an
overview of three active thermography techniques including lock-in
thermography, pulsed theomography and vibrothermography, which have various
capability in speed and depth of penetration. The next chapter on “Quantitative
evaluation of emerging infrared thermography techniques for aerospace
applications” by Dr. DiMambro is emphasized on the sonic infrared probability
of detection study using titanium specimens. Sonic Infrared Imaging is an
emerging inspection technology that employs short pulse of ultrasound, typically
less than a second, via a 20—-40 kHz ultrasonic transducer. The increase in
temperature in the vicinity of crack in aircraft components being tested can then
be detected with an infrared camera. Further to the discussion of this subject is
the next chapter on “Sonic infrared imaging: a novel NDE technology for
detection of crack/delaminations/disbands in materials and structures” by Prof.
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Han, which provides further physical insights and capability of the sonic infrared
technology.

Chapter 17, “A data fusion framework for interpreting multiple NDT images”
by Dr. Liu, et al. represents another major research in interpreting NDT data. As
more than one sensor is likely to be used in NDT nowadays, the basic question is
how to best integrate the information from different sensors. In this chapter an
image fusion framework for interpreting NDI images based on Dempster-Shafer
(DS) theory is presented. The use of DS theory to fuse the inspection results of
aircraft lap joints with conventional eddy current and pulsed eddy current is
demonstrated. The list of 30 references will help readers to gain more insight of
the NDT data fusion approaches in general.

Although most NDT work has an objective of health monitoring or structural
health monitoring, the next three chapters deal specifically with the issue of
structural health monitoring. Chapter 18 on “SMART structures approach:
achieving global structural health monitoring through the application of
distributed, embedded micro-sensor systems”, by Dr. Roach presents a clear
introduction to the needs and approaches in structural health monitoring with
special reference to the aging infrastructure. The application of distributed sensor
systems can reduce the costs involved by allowing condition-based maintenance
practice to be substituted for the current time-based maintenance approach. It
may be possible in the near future to quickly, routinely, and remotely monitor the
integrity of a structure in service. The next chapter, “Nondestructive testing for
bearing condition monitoring and health diagnosis” by Prof. Gao, et al. is
concerned with diagnosing the health condition of rolling bearings. Commonly
used NDT techniques based on mechanical and acoustic sensing are reviewed.
Vibration has been shown to be an informative and convenient variable for
revealing bearing conditions. Bearing can be measured by using displacement,
velocity, and acceleration sensors. The strength and weakness of the sensing
techniques are examined. The authors also mentioned of the recent advancement
of wireless sensor networks for NDT that allows for distributed sensing and
improved decision making. This idea of integrating sensors is clearly shared
by the following chapter, “Advanced sensors for health monitoring systems” by
Dr. Mrad. This chapter presents non-mathematically the key sensor technologies
which are integrated within an aircraft diagnostics, prognostics and health
Management (DPHM) system making use of the fiber-optic based sensor
networks.

Part III of the book is on the use of signal and image processing in the NDE
problems. This is an area that has made progress for over twenty years and its
importance is gaining attention gradually especially since the publication of my
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edited book, “Signal Processing and Pattern Recognition in Nondestructive
Evaluation of Materials”, Springer-Verlag 1987. Clearly the area has many
different approaches that may not be well correlated. Chapter 21, “Computational
intelligence methodologies for non destructive testing/evaluation applications”,
by Dean Morabito, et al. describes how the advanced signal processing
techniques, such as wavelet transform and independent component analysis,
broadly listed as the computational intelligence methods, can be used in solving
NDT problems such as feature extraction, denoising, identification of defects,
etc. Perhaps the most influential signal processing development for NDT is the
split spectrum processing (SSP). The following chapter, “Spit spectrum
processing and automatic flaw detection” by Prof. Donohue has the most
extensive but concise treatment of the subject from mathematical principles
to the examples demonstrating the application of SSP in an automatic flaw
detection scheme for multiple flaws embedded in nonstationary grain noise. The
nonlinearities of the SSP algorithm effectively change the flaw and grain echo
distribution to enhance the separation of their amplitudes beyond that of simple
envelope detection. The ultrasonic nondestructive characterization of thin layered
composite materials or structures can be difficult because the reflected signals are
highly overlapped. The classical signal processing approach would have
difficulty to separate the layers and determine the thickness and velocity of each
layer. Chapter 22, “An application of the EM algorithm to thickness estimation of
thin layered materials” by myself and X. Wu presents the use of expectation-
maximization algorithm that is robust and effective to estimate layer thicknesses.
It is noted that like in any signal processing problems, the quality of available
data has a lot to do with the final signal processing performance. However signal
processing allows us to extract information not easily available from the NDT
measurements and thus essentially extend the resolution of the measurement
beyond what is offered by the physical system. The actual signal processing
effect may depend on the individual problem under consideration. The next
chapter, “Homomorphic devonvolution of ultrasonic images” by Dr. Jirik et al.
addresses the basic 1-D and 2-D deconvolution issues with examples of medical
ultrasonic images. They are able to demonstrate that the images of kidney and
aorta are sharper and more precise after homomorphic deconvolution.

Signal and image processing can help the human users to get a better
visualization of the damage as clearly illustrated in Chapter 25 on “Frequency-
wavenumber domain filtering for improved damage visualization” by Prof.
Ruzene. The chapter presents a filtering technique aimed at improving the
damage visualization capabilities of full wavefield measurements. The technique
operates in the frequency/wavenumber domain, where the presence of reflections
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associated to damage can be easily observed and separated from the main signal
generated for inspection. Chapter 26 on “Recent advanced signal processing
methods for waveform-based NDE methods” by Dr. Roth, et al., focuses on
developing broad-based signal and image processing software for terahertz
waveforms as used in the nondestructive evaluation of foam-based thermal
protection system of NASA’s Space Shuttle external tank. Some novel ideas of
waveform feature extraction for image generation are presented. For example, the
centroid of the power spectral density for the main (substrate) reflection off a
metallic substrate under the foam shows promise versus conventional parameters
of the signal used to form images. One of unique aspects of the software is the
inclusion of a merit assessment algorithm to “grade” various signal processing
methods. Finally in Chapter 27, “A Robust algorithm for nondestructive testing
of weld seams”, by Dr. Mery, et al. provides a detailed survey of available image
segmentation algorithms suitable for NDT of weld seams. The steps of a
proposed algorithm are presented and a quantitative performance measure of the
algorithm is shown with the use of ROC curves. Both Chapters 26 and 27 show
details of experimental results with the use of signal and image processing
algorithms.

The nature of an edited book like this with a collection of articles from
leading experts is not the same as journal or conference publications. NDT
journals and conference proceedings may not have the details as presented in this
volume. Topics of the book have been organized in such a manner that the
readers can easily seek for additional and relevant information from a vast
number of references cited. I hope the book can contribute in a small way toward
the rapid progress of the ultrasonic and advanced (other) methods of
nondestructive evaluation. Though the book is an outgrowth of the workshop of
the same title held in June 2006 at our campus, and sponsored by our Ultrasonic
NDE Lab., the detailed content is quite different. Readers may obtain a copy of
the proceedings of the June workshop from the July 2006 issue of NDT e-Journal
available from www.NDT.net.

I like to take this opportunity to thank the advisory board members of our
Lab. for their valuable advices to the Lab. in the past few years. They are listed
as follows.

Dr. Cheng-Kuei Jen, Principal Research Officer, Institute of Material
Research, National Research Council, Boucherville, Quebec, Canada

Dr. Baldev Raj, Director, Indira Gandhi Centre for Atomic Research,
Kalpakkam, India

Mr. Robert Anastasi, Manager, US Army Research Laboratory, Vehicle
Technology Directorate, Hampton, VA, USA
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Finally my special thanks go to all authors of the book whose work as
presented in this volume, I firmly believe, can add significantly to the continued
growth in NDT.

C. H. Chen

Ultrasonic NDE Lab.

University of Massachusetts Dartmouth
January 25, 2007
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CHAPTER 1

FUNDAMENTAL MODELS AND MEASUREMENTS FOR
ULTRASONIC NONDESTRUCTIVE EVALUATION SYSTEMS

Lester W. Schmerr Jr.

Center for Nondestructive Evaluation and the Dept. of Aerospace Engineering
Iowa State University Ames, lowa 50011
Ischmerr@cnde.iastate.edu

It will be shown that it is possible to completely characterize an ultrasonic
nondestructive flaw measurement system and simulate the measured flaw
signals. This characterization includes the pulser/receiver, cabling, and
transducers present as well as the propagating and scattered acoustic/elastic
wave fields. All the elements of this comprehensive ultrasonic measurement
model will be discussed as well as practical methods for obtaining those
elements through a combination of models and measurements.

1. Introduction

Ultrasound is widely used for both medical evaluations and industrial
inspections. In medical applications the ultrasound is typically propagating in
tissue and the interactions of the sound with objects such as tumors are normally
displayed in the form of ultrasonic images for evaluation by a physician. In
industrial nondestructive evaluation (NDE) ultrasonic tests the ultrasonic waves
are traveling in structural materials or components and the focus is often on
evaluating those components for flaws such as cracks. While the results of the
interaction of the sound with flaws can also be displayed as an ultrasonic image,
a more common type of display used in industrial inspections is a received
voltage versus time trace, VR (t) , on an oscilloscope, called an A-scan, as shown
in Fig. 1 for a typical immersion ultrasonic NDE flaw inspection system. Since
images are generated by processing combinations of such A-scans, A-scan data
provides the fundamental basis for describing the output of both medical and
industrial ultrasonic systems.
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Figure 1. An ultrasonic pitch-catch flaw measurement system.

The basic components of the ultrasonic inspection system of Fig. 1 are the
pulser/receiver, the cabling, the transducers, and the acoustic/elastic wave
propagation and scattering processes present. The pulser section of the
pulser/receiver generates short electrical pulses which travel through the cabling
to the transmitting transducer. The transducer converts these electrical pulses into
acoustic pulses at its acoustic output port. In the immersion setup of Fig. 1 these
acoustic pulses first travel as a beam of sound in the fluid. This sound beam is
transmitted into the solid component being inspected and the beam interacts with
any flaws that are present. The flaw generates scattered wave pulses traveling in
many directions, but some of these pulses reach the receiving transducer which
then converts them into electrical pulses. These electrical pulses travel again
through cabling to the receiver section of the pulser/receiver, where they are
amplified and displayed as a received A-scan voltage, VR (¢), as a function of the
time ?.

If we assume the components of the ultrasonic system shown in Fig. 1 can be
represented as linear time-shift invariant (LTI) systems [1], then the output
voltage pulse, VR (¢), can be written as a convolution integral of the form

+oo

V()= [ 3(e)i,(1-7)dr, (1.1)

—oc0

where § (t) is a function that characterizes all the electrical and electrical-to-
acoustic and acoustic- to-electrical elements present (the pulser/receiver, cabling,
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and transducers) and 7, () is an function that contains the acoustic/elastic wave
propagation and scattering processes occurring in the fluids and solids. We will
find it convenient not to deal directly with these time dependent functions.
Instead, we will model the ultrasonic system of Fig. 1 in the frequency domain by
applying the Fourier transform to whatever pulses are present. In this chapter the
Fourier transform and its inverse are defined as [2]:
oo
g(f)= [ g(t)exp(27ift)dr

—o0

(1.2)

&(t)=[ g(f)exp(-2ift)df
for a time-domain function, g(r), and its frequency domain spectrum, g(f),
where 7 is time (usually measured in psec) and f is frequency (usually measured
in megaHertz (MHZ)). In Eq. (1.2) injl. For an LTI system, Eq. (1.1)
becomes in the frequency domain simply a product relationship, i.e. [1]:

Ve (£)=5(f)t,(f), (1.3)

where V, (f)are the frequency components(spectrum) of V,(z), s(f)is the
system function, and t,( f) is the acoustic/elastic transfer function.

Even though Eq. (1.3) is very simple in form, it also is extremely useful. We
will show that it is possible to measure the system function directly in a reference
calibration experiment and to model the contributions of the complex
propagating and scattered waves present in the acoustic/elastic transfer function.
This means that through a combination of models and measurements it is
possible to synthesize the frequency components of the measured signals for
many ultrasonic NDE setups. An inverse Fourier transform (done with a Fast
Fourier Transform (FFT)) then yields a prediction of the measured A-scan
signals. To make this approach quantitative we need to explicitly define the
acoustic/elastic transfer function and the system function. The physical meaning
of both of these functions will be described in detail in the following sections.

2. The Acoustic-Elastic Transfer Function
Dang et al. [3, 4] have used mechanical reciprocity principles to develop an

expression for the acoustic/elastic transfer function, 7,(f), for the immersion
setup of Fig. 1. They found
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tA(f)—;J‘(T(I)~V(2)—T(2)-V(l))dS. (1.4)

- a. (1) (2
Z

In Eq. (1.4) two solutions are present. The first solution (labeled as state (1)) is
when the transmitting transducer 7 is radiating into the fluid with an average
velocity, vg) (f), on its face. In this solution the waves arriving at the flaw from
the transducer and those scattered from the flaw generate the stress vector, 1,'(1),
and velocity, v(l), on the surface of the flaw, S ;e The second solution (labeled as
state (2)) is for the case when the receiving transducer R is acting as a transmitter
with an average velocity, vff)( f ), on its face and the flaw is absent, so that
v are the stress vector and velocity, respectively, on S, due the arriving
waves only. The quantity Z'*“ is the acoustic radiation impedance of the
transmitting transducer, 7. If we model the transmitting transducer as a piston
probe where the output velocity is spatially uniform over the acoustic output port
of the transducer, then at the high frequencies normally found in NDE tests it can
be shown that Z*“ = p,c,,S; , where p,,c,, are the density and wave speed of
the fluid the transducer is radiating into and S, is the area of the active face of
the transducer [3]. Commercial ultrasonic NDE transducers can often be very
successfully modeled as piston probes so that in this case the acoustic radiation
impedance is a simple, known quantity. Equation (1.4) relies primarily on
assumptions of linearity and reciprocity of the ultrasonic measurement system so
that although it was explicitly developed for the immersion setup of Fig.1 it is
also applicable to most ultrasonic bulk wave measurement systems, including
contact cases and those using angle beam shear waves. Since the stress vector
and velocity fields on the surface of the flaw for states (1) and (2) in Eq. (1.4) are
divided by the average velocities acting on the faces of the transmitting
transducers in those two states, we only need to know “normalized” stress vector
and velocity fields at the flaw for states (1) and (2), i.e. when the transmitting
transducers have unit average velocity on their faces. These normalized stress
vectors and velocity vectors in states (1) and (2) on the surface of the flaw can,
therefore, be obtained directly from models if one has a sufficiently general
transducer beam model and flaw scattering model for the ultrasonic flaw
measurement setup under consideration and one does not need to know the actual
velocities generated on the transducer faces to obtain this transfer function.

If we place Eq. (1.4) into Eq. (1.3) and assume that the system function is
known or can be measured then we have a general ultrasonic measurement model
given by:
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VR(f)—Lf)J.(r(l) v =1 v as. (1.5)

ZrT;aVS)VS) s,

A form similar to Eq. (1.5) was first derived by Bert Auld in 1979 [5] and has
been used world-wide by many researchers in conjunction with analytical or
numerical wave propagation and scattering models that can evaluate the
(‘r,v) fields for states (1) and (2). Many of these applications of Eq. (1.5) can be
found in past volumes of the Review of Progress in Quantitative Nondestructive
Evaluation [6].

Now, assume that the incident waves in both these states in the vicinity of the
flaw can be written in quasi-plane wave form, i.e.

VO ()P (x, £)d exp ik, e x]

(1.6)
V20 (£)0 (x, £)a exp ik 0¥ -x],

where V" (m = 1,2) are complex-valued “amplitudes” that represent the
incident velocity fields normalized by the driving velocities v;"’) (m = 1,2) and
d™ are the polarization vectors for these incident velocity fields in both states
(m = 1,2). The parameters k,, =27f/c,, and kg, =27f/c4, are the wave
numbers in the solid surrounding the flaw for the incident waves in states (1) and
(2), respectively, where o and S denote the incident bulk wave type (p or s)
present and (caz,cﬁz) are their wave speeds. Note that in state (2) the incident
velocity field is the entire field present since the flaw is absent while in state (1)
this field is only part of the total field, so that this difference has been indicated
explicitly in Eq. (1.6) by labeling the incident field in state (1) with the
superscript “inc”. If we place the expressions of Eq. (1.6) into Eq. (1.5) and also
assume the amplitude terms in Eq. (1.6) do not vary significantly over the surface
of the flaw, then Eq. (1.5) reduces to [1]:

=S (A B | )

where V") (£)=V")(x,,f) (m = 1,2) are the beam “amplitudes” evaluated at
some fixed point, X,, in the vicinity of the flaw (usually taken as at the flaw
“center”), p, is the density of the solid medium surrounding the flaw, and
A(f)is a scalar component of the vector plane wave far-field scattering
amplitude of the flaw, a term we will discuss in more detail in section 1.4. A
form similar to Eq. (1.7) was first derived by Thompson and Gray in 1983 [7]
and is referred to as the Thompson-Gray measurement model. Although Eq. (1.7)
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is less general than Eq. (1.5), it explicitly identifies all the contributions to the
measured voltage response in a modular form which makes it an extremely useful
tool for analyzing ultrasonic NDE flaw inspection systems. The flaw response,
for example, is contained entirely in A(f). The effects of the instrumentation
and transducers are contained in the system function, s( f ), and the ultrasonic
beams incident on the flaw are given by the terms \70(’") (f) - The remaining term
in Eq. (1.7) is just a combination of simple, known parameters. This modularity
of Eq. (1.7) has been exploited in numerous quantitative flaw studies, many of
which can also be found in past volumes of the Review of Progress in
Quantitative Nondestructive Evaluation [6].

In both Eq. (1.5) and Eq. (1.7) the acoustic/elastic transfer function is defined
implicitly in terms of the fields present in a flaw measurement. It is also possible
to obtain more explicit analytical expressions for the acoustic/elastic transfer
function in some simple calibration setups. Such setups are used for determining
the system function, s(f), as well as finding transducer and other system
parameters. Figure 2 shows two examples of setups where the acoustic/elastic
transfer function is known. In Fig. 2(a), a circular, planar piston P-wave
transducer of radius a generates and receives the waves reflected from a flat
fluid-solid interface. For this pulse-echo immersion setup the acoustic/elastic

planar

transfer function, 7§ (f) is [1]

t;;zlanar (f) — R12 exp(zikPlD)exp[—zapl (f)D]Dp (kplaz /ZD) (18)

with
D, (u)=2[1-exp(iu){J, (u)—iJ, (u)} ] (1.9)

Here R,, is the plane wave reflection coefficient for the interface, based on the
ratio of the reflected pressure to that of the incident pressure given by

R = PrC0 — PiC,y

2= ) (1.10)
PrC,0 T PiC,

where p,,c,, and p,,c,, and are the density and compressional wave speed of
the fluid and solid, respectively, k, =27 f/c,, is the wave number for waves
traveling in the fluid, a is the radius of the transducer, and D is the distance from
the transducer to the fluid-solid interface. The functions J, (u),J, (u)are Bessel
functions of the first kind of order zero and one, respectively, and a, ( f ) is the
frequency dependent attenuation of P-waves traveling in the fluid. For degassed
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Figure 2. (a) A pulse-echo reference ultrasonic setup and (b) a pitch-catch ultrasonic reference
setup.

water, this attenuation function has been experimentally determined [1]. In
Eq. (1.8) the first three terms on the right hand side of that equation represent a
plane wave that has been reflected from the interface and has returned to the
transducer. Thus the l~)p function is a diffraction correction that accounts for the
fact that the transducer generates a reflected beam of sound, not just a plane
wave. Although Eq. (1.8) is for a planar transducer, it can also be modified to
determine the acoustic/elastic transfer function, ¢’ h ( f ) , for a circular, spherically
focused piston transducer with a geometrical focal length, R, in the setup of

Fig. 2(a) where the distance D = R, . In that case, one finds [8]

t:\ph (f) =R, exp(2ikp1R0 )exp [—Zapl (f)Ro][Dp (kplcﬂ /2R, )J,

s

(1.11)

where [ ]* denotes the complex-conjugate. In a similar fashion, for a rectangular
piston transducer in the pulse-echo immersion setup of Fig. 2(a) the

rect

acoustic/elastic transfer function, 7, ( f), is [9]:
15 (f) =Ry exp(2ik,,D)exp| 2a,, (f)D | Dy (k,,a*/12D)  (1.12)

with
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e _ 4 f ] .
Dp =7 F( 2kp1a2/ED)+W[CXP(11€NCI2/D)—1]

(1.13)
i .
. F(1¢2kp1b2/ﬂD)+W[eXp(1kﬂb2/D)—l] >
where F(x) is the Fresnel integral
F(x)zfexp(imz/z)dz (1.14)
0

and the lengths of the two sides of the transducer are (2a,2b), respectively.
Similarly, for a cylindrically focused rectangular piston transducer with
geometrical focal length, R, along the side of the transducer whose length is 2b,
and where the distance D = R we can also easily modify Eq. (1.12) to obtain the
acoustic/elastic transfer function, 7{' (f), for this cylindrically focused
transducer as [9]

t;yl (f) = R12 exp(2ikle)exp[—206,,1 (f)R]

4

= F(,/kalaz/nR)+W[exp(ikpla2/R)—l} (1.15)

l

. F(./kalbz/7[R)+m[exp(ikplb2/R)—l]

All of the examples so far have been for pulse-echo immersion setups. For the
pitch-catch setup of Fig. 2(b), the acoustic/elastic transfer function for a pair of
circular, planar piston transducers, both having the same radius, a, is given

simply by [1]
t,(f)=exp(ik,D)exp| -, (f)D]D, (k,a’ I D), (1.16)

involving the same diffraction correction function, Dp , as before.

We have given these examples to show a few important cases where the
acoustic/elastic transfer function can be obtained but there are many other
calibration setups where this transfer function is also known [10]. For more
complex calibration configurations (such as found in contact and angle beam
transducer setups) where analytical expressions for this transfer function cannot



Fundamental Models and Measurements for Ultrasonic Nondestructive Evaluation Systems 11

(b)

Figure 3. (a) A model of the pulser section of a pulser/receiver as a voltage source and an electrical
impedance, and (b) a model of the receiver section as an electrical impedance and a gain factor.

be obtained, it is possible to numerically determine the acoustic/elastic transfer
function by use of a transducer beam model [11].

3. The System Function

It is necessary to model the acoustic/elastic transfer function in some form since
it involves the propagation and scattering of wave fields in fluids and solids,
fields that are often not able to be measured directly. The system function,
however, can be measured in reference setups (such as those just discussed)
where the acoustic/elastic transfer function is known. For any such reference
setup, if the acoustic elastic transfer function is 7’ (f) and the frequency

spectrum, V¢ (f). of the received signal is measured, then by Eq. (1.3) we have

CVRT(Sf)
=y

i.e. we can obtain the system function by deconvolution. In practice the division
in Eq. (1.17) is carried out with the aid of a Wiener filter to desensitize the
deconvolution process to noise. The equivalent Wiener filter form is [12]

(1.17)
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ref ref *
e U] .

17 (f)‘2 +é& maX{ a (f)‘z}

where £ is a constant that is chosen to characterize the noise level present in the
measurement. As £ — 0 Eq. (1.18) reduces to Eq. (1.17).

The system function characterizes all the electrical and electromagnetic
components of the ultrasonic measurement system (pulser/receiver, cabling,
transducers) so that it does not depend on the particular reference acoustic/elastic
transfer function used to determine it. Schmerr et al. have demonstrated this fact
for a number of different reference setups [10]. This means that the same system
function can be used in conjunction with different acoustic/elastic transfer
functions to determine the output voltage as long as the system settings (gain,
etc.) are not changed and the same components (transducers, cabling, efc.) are
present. For example, the system function found with the pitch-catch setup of
Fig. 2(b) could also be used in Eq. (1.5) or Eq. (1.7) for the flaw measurement
setup of Fig. 1.

It is also possible to determine the system function by characterizing all the
elements that it contains. For example, the pulser part of the pulser/receiver can
be modeled as a Thévenin equivalent voltage source, V;(f), and electrical
impedance, Zf( f ) as shown in Fig. 3(a) [3]. Similarly the receiver can be
modeled as an electrical impedance, Z; (f), and a gain factor, K (), as shown
in Fig. 3(b), where K(f)=V,(f)/V,(f) [3]. All of these parameters can be
determined experimentally through a series of voltage and current measurements
so that both the pulser and receiver can be modeled explicitly in this fashion,
assuming they act as linear devices.

The cabling used for both sound generation and reception can be modeled as
linear two port systems as shown in Figs. 4(a), (b) [3]. On the sound generation
side the voltage and current (Vp ()1, (f )) at the output port of the pulser can
be related to the voltage and current (V, (f),Z,, (f))at the electrical input port of

>%in

the transmitting transducer through a 2x2 transfer matrix, [T] , L.e.

Ip ’T21 7‘22 Iin
On the reception side, the voltage and current (V, (f).1,(f )) at the electrical

output port of the receiving transducer can be related to the voltage and current
(VO ( f ),I0 ( f )) at the receiver input by another 2x2 transfer matrix, [R] , Le.
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Figure 4. (a) A two port model of the cabling connecting the pulser and the transmitting transducer,
and (b) a two port model of the cabling between the receiving transducer and the receiver.

Uie i)
= . (1.20)
It R21 R22 IO

At the MHz frequencies found in NDE tests, unless the cables are very short
(typically much less than a meter), the cables do not act as a pure pass-through
devices, leaving the signals unchanged. Thus, typically the components of these
transfer matrices are frequency dependent. Since a cable is a simple passive
electrical device, these transfer matrix components can be easily obtained by
making a series of voltage and current measurements of the cabling under
different electrical termination conditions [4]. If we assume the cabling to act
as linear, reciprocal devices we must have det[T] = 1, det[R] = 1 which are
conditions on the transfer matrix components that can be used to check the
measurements. Note that in some setups the cabling may consist of flexible
cables and cabling contained in transducer support fixtures. All of these
components can be characterized together in situ, using Egs. (1.19) and (1.20) to
model their transfer matrix.

Ultrasonic transducers are more difficult devices to characterize in an
ultrasonic setup. In principle they could also be characterized as linear two port
systems that transform electrical signals (voltage and current) into acoustic
signals (force and velocity) and vice-versa. However, to date there has not been a
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Figure 5. (a) A model of the transmitting transducer as an electrical impedance, Z!*, and a

sensitivity, S, , and (b) the model of a receiving transducer and the acoustic sources that drive it as
R

a voltage source, F S5, and an impedance, Z*.

practical way to determine the components of the transducer transfer matrix in a
fashion similar to what is done with the cabling. It is difficult, for example, to
enforce different acoustic termination conditions at the transducer acoustic port
and also to make the needed measurements of force and velocity. Fortunately,
there is an alternate model one can use for the transmitting and receiving
transducers that does not require knowledge of their transfer matrices, as shown
in Figs. 5(a), (b). In Fig. 5(a) the transmitting transducer, 7, is modeled as an
electrical input impedance, Z,“(f), and a sensitivity, S, (f) . The input
impedance is just the ratio of the driving voltage and current at the transducer
electrical input port, i.e. Z, =V, /1, , and the sensitivity we will use here is
defined as the ratio of the average output velocity, v, (f), at the acoustic output
port of the transducer to the input current, ie. S5 =v,/I, . The output
compressive force, F,(f), of the transducer is linearly related to the average
output velocity through the acoustic radiation impedance of the transducer, Z'*,
ie. F,=Z"", . As discussed previously for piston transducers at high
frequencies this acoustic radiation impedance is just the same value as that of a
plane wave (although the transducer itself does not generate purely plane waves)
so that if v, (f) is known the output force is also known. The reason why it is
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useful to characterize the transducer in terms of its impedance and sensitivity is
that both of these parameters can be obtained experimentally using purely
electrical measurements. For example, consider a circular planar piston
transducer in the pulse-echo configuration of Fig. 2(a). If one measures the
frequency components of the voltage and current (Vm (f).1,(f )) at the electrical
input port of the transducer when it is radiating waves into the fluid but before
any waves have been reflected from the fluid-solid interface, then from the

definition of the transducer’s impedance we have [13]

L(f)

In the same fashion, if one measures the frequency components of the voltage
and current (V,,, (f).1,. (f))at the electrical output port of the transducer when

it is receiving the beam of sound reflected from the fluid-solid interface, it can be
shown that the sensitivity is given by [13]

()2 el )V (11.)
0 (N2 [1, ()]

where ¢, (f) is the acoustic/elastic transfer function given by Eq. (1.8). Thus,
with these two sets of electrical voltage and current measurements it is possible
to obtain both the transducer’s electrical impedance and its sensitivity.
Knowledge of the transducer’s electrical impedance defines its role as an
electrical element in the generation of sound and knowledge of its sensitivity
defines how the electrical inputs are transformed to acoustic outputs, so these two
parameters (impedance, sensitivity) are all that is needed to fully characterize the
role of the transducer as an electrical component and as a electrical-to-acoustic
conversion device in the sound generation process.

When the ultrasonic transducer acts as a receiver, it converts the received
acoustic waves into electrical signals. Remarkably, the same transducer
impedance and sensitivity which we have defined for the case when the
transducer is acting as a transmitter are also all that is needed to model the role of
the transducer in the reception process. As illustrated in Fig. 5(b), it can be
shown that a receiving transducer R and the acoustic waves that drive it can be
modeled as a voltage source of strength F,S) in series with the electrical
impedance, Z\*, where F,(f) is the blocked force acting on the receiving
transducer by all the waves present [3]. By definition, this blocked force is just
the compressive force exerted on the transducer face when that face is held rigid
(motionless). This particular force appears naturally when modeling the sound

Z,(f)= (1.21)

, (1.22)
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reception process and also appears in the definition of the acoustic/elastic transfer
function as will be shown shortly.

Since we have shown that its is possible to characterize all the elements of
both the sound generation and sound reception processes with simple models
whose parameters can be obtained experimentally with a number of electrical
measurements, one can combine all these models into explicit expressions for
transfer functions that define the complete sound generation and reception
processes. For example, if we define the sound generation transfer
function, 7, (), as the ratio of the output compressive force, F,(f), on the face
of the transmitting transducer to the Thévenin equivalent voltage source of the
pulser, V,(f), it can be shown that [3] (see Fig. 6)

F(f) 2“8,

_E()_ , 23
s (/) Vi(f) (20T, +T,)+(2) Ty, +T,) Z¢ e

1

in in

Similarly, if we define a sound reception transfer function, 7, ( f ) , as the ratio of
the output voltage of the pulser, V, (f), to the blocked force, F, (), we have
(see Fig. 6) [3]

Ve(f) Kz:sk

t (f)z = — o " - (1.24)
! FB(f) (Zil:!LRn+R12)+(Ziﬁ’LR21+R22)Z;

The system function, s(f), is then defined in terms of these transfer functions
and the pulser source voltage as

s(f)=te (f)te (FIVi(S)

= Z,"S, (1.25)
(Z;;ETH +1, ) + (Z;;eTzl +7, )Zie ‘

KZz°sk

o~ vl

(2R, R) (2 Rt RA)ZE

By measuring all the elements contained in Eq. (1.25), it is possible to directly
determine the system function. Of course, this result should agree with the direct
measurement of the system function in a calibration setup, as discussed
previously. Calculation of the system function in both of these ways has shown
that they do indeed agree with each other [9, 14]. Equation (1.25) shows the very
important role that the transducer sensitivity plays in the system function. In a
pulse-echo setup where both the transmitting and receiving transducers are
identical (T = R) the system function is proportional to the square of the
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7¢

Figure 6. A complete model of an ultrasonic measurement system where the sound generation
process can be described by a transfer function, #;, the sound reception process by a transfer
function, ¢, , and all the acoustic/elastic propagation and scattering processes by the transfer
function, ¢, .

transducer sensitivity. Equation (1.25) also shows explicitly how the cabling
properties and other electrical properties of the ultrasonic measurement system
combine to generate the system function.

Having two methods to determine the system function gives us a set of very
useful options. For example, in flaw measurement systems where we are
primarily interested in the acoustic/elastic flaw signals, the direct determination
of the system function by deconvolution (Eq. (1.18)) in conjunction with
ultrasonic beam models and flaw scattering models gives us the ability to predict
the measured flaw signals in an absolute manner. This approach allows us to
efficiently study how the ultrasonic beam and flaw characteristics affect the
measured response. In contrast, by synthesizing the system function directly from
the measurement of its elements (Eq. (1.25)) one can study the effect that
changes of system components and system settings have on the measured signals
and optimize inspection setups, choice of transducers, efc. In the entire
ultrasonic measurement system, the output voltage,V, (f), can be written as

Ve (£) E () E ()
Fy(f) F(f) Vi(f)

(2D, () (1.26)

F(f)
A F(S)
=Ty

which, when comparing with Eq. (1.3), shows that the acoustic/elastic transfer
function, 7, (f), is given by

Ve(f)= v.(f)
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Fy(f)
F(f)

i.e. this transfer function is just the ratio of the blocked compressive force acting
on the face of the receiving transducer to the compressive output force generated
on the face of the transmitting transducer (Fig. 6). This is the definition used in
obtaining all the acoustic/elastic transfer functions discussed previously. If we
assume that the interactions of the incident waves on the receiving transducer
with its receiving face can be treated as plane wave interactions, then the blocked
force is given by [3]

1,(f)= (1.27)

Fy(f)=2F,.(f). (1.28)
where F,

e (f) is the compressive force acting on the receiving transducer
generated by only the incident waves, i.e. F, (f) is the compressive force
acting on the area of the transducer if the transducer is absent. Since this plane
wave interaction assumption is likely a good approximation in many cases,
Eq. (1.28) provides a convenient wave to obtain the acoustic/elastic transfer
function. For example, in calculating the acoustic/elastic transfer function for the
pulse-echo reference setup of Fig. 2(a) the normalized average pressure,
Pae! PiC,1Vy > generated at the transducer face by the sound beam reflected from
the fluid/solid interface was modeled. This pressure can be used to determine the

acoustic elastic transfer function since from Eq. (1.28) we have

— zpavc’ST — 2Ijavc’ST — 2pave

- T:a - ’
K, 2,y PV

t,(f) (1.29)

where §, is the area of the face of the transducer T and v, is the constant
velocity acting on its face , assuming the transducer acts as a piston source. The
factor of two appearing in Eq. (1.29) also appears in the diffraction correction
term for this transfer function (see Eq. (1.9)) as well in the other acoustic/elastic
transfer function expressions given previously for different reference setups
because of Eq. (1.28) and the use of the blocked force in the definition of the
acoustic/elastic transfer function.

Figure 6 gives a complete model of an ultrasonic measurement system. While
Eq. (1.23) and Eq. (1.24) define explicitly the sound generation and reception
transfer function in this complete model, calculation of the acoustic/elastic
transfer function in a flaw measurement setup requires knowledge of both the
propagating waves present in the measurement system and the waves scattered
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from the flaw. In the next two sections we will discuss ultrasonic beam models
and flaw scattering models that can give these wave fields.

4. Transducer Beam Models

In this section we will concentrate on the role that transducer beam models play
in determining the acoustic/elastic transfer function. In the Thompson-Gray
measurement model (Eq. (1.7)) acoustic/elastic beam models are needed to
calculate the normalized velocity fields Vo(m)(xo, f) (m =1, 2) incident on a
flaw in states (1) and (2) at a fixed point, X, that appear in that model. These
same fields evaluated at an arbitrary point, X, on the flaw surface, ym (x, f ) , are
also implicitly present in the Auld form of the ultrasonic measurement model
(Eq. (1.5)) since they are needed to determine the stress vectors and velocities
present in that equation.

Modeling the velocity fields V" (x, f) is a difficult task since in many
ultrasonic setups the sound beam generated by the transducer may interact with
one or more interfaces and surfaces before it reaches a flaw. Here we will discuss
beam models for the immersion setup shown in Figure 7 where the sound beam is
generated by a planar piston transducer in a fluid and the sound must pass
through a plane fluid-solid interface. This is a simple setup but one that will
allow us to describe many of the main issues associated with beam modeling. In
all the cases to be discussed we will treat the materials as perfect and neglect the
attenuation of the ultrasound but attenuation can easily be introduced into the
beam models as long as it is not too severe [1].

Most ultrasonic beam models express the transducer sound beam as a
superposition of some simpler wave fields that act as set of fundamental basis
functions. One choice of basis function is to express the waves generated by the
transducer in the fluid by a superposition of plane waves and inhomogeneous
waves traveling in different directions. This type of beam model is called an
angular plane wave spectrum beam model. It is a convenient model to use when
the fluid-solid interface is planar since it is possible to describe analytically how
plane waves are transmitted or reflected at plane interfaces. For example, for the
setup of Fig. 7 it can be shown that [1]

e o ” ij T, (k. ky )
(1.30)

~exp[i(k2 (x=x,)+k, (x, —XT))] dklxdkl},HdS(xT),
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Figure 7. The radiation of a sound beam from a planar transducer through a plane fluid-solid interface.

where (k] ,kz) are the wave number vectors in the fluid and solid, respectively,
T., is the plane wave transmission coefficient for the fluid-solid interface (based
on a velocity ratio). Point x is an arbitrary point in the solid, point X, is an
arbitrary point on the surface, S, , of the transducer, and point X, is the point on
the interface where a ray from the origin O along the central axis of the
transducer face intersects the interface. The quantities (kmkwku) are the
components of the wave number vector in the fluid along the x- ,y- and z-axes,
respectively, (see Fig. 7 but note the y-axis is not shown explicitly in that figure)
where k,_ is given by

k12 - k12x - klzy klzx + klzy < k12
k = (1.31)

1z :
. 2 2 2 2 2 2
ikl Akl =k, ki 4k 2k,

[Note that strictly speaking we should identify the modes associated with
quantities such as wave speeds and wave numbers in these wave field
expressions since in the solid we can describe sound beams for both P-waves and
S-waves. However, for economy of notation we will only designate these and
other variables in this section by the material in which the waves are traveling.
Thus, (¢,,c,) will represent the wave speeds of waves traveling in media one and
two, respectively, and (k;,k,) their corresponding wave numbers for whatever
mode we are considering.] If the surface integral in Eq. (1.30) is defined as

C(kokiy ) = [Jexp[—ik, -x, ]dS (x,) (1.32)

then for circular, elliptical, and rectangular transducers this integral can be
done explicitly, leaving only the two infinite k-space integrals to be done
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numerically [1]. In most cases the integrand values for only real values of k,_ are
retained in Eq. (1.30) which corresponds to neglecting the inhomogeneous waves
and reduces Eq. (1.30) to two finite integrals. Even with this assumption one
must superimpose a large number of plane wave components so this beam model
is numerically intensive.

An alternative approach is to make a high frequency approximation and
evaluate the k-space integrals in Eq. (1.30) by the method of stationary phase. In
this case, Eq. (1.30) reduces to a Rayleigh-Sommerfeld type of integral [1]

exp|ik,D, + ik, D, |

‘}(M) (X’ f) :iJ‘J‘le
C

2
1 c ¢, Ccos” 6@,
P D1+2D2\/D1+2 201D2
o ¢, cos” 6,

ds, (1.33)

where the distances (D,,D,) and angles (6,,6,) are calculated from a point
x,on the face of the transducer to the point x in the solid along a stationary
phase (ray) path that satisfies Snell’s law and the plane wave transmission
coefficient, 7,, , is evaluated for this same path (see Fig. 7). The ordinary
Rayleigh-Sommerfeld integral for a single fluid medium is a superposition of
spherical waves arising from point sources points distributed over the face of the
transducer [1]. Similarly, Eq. (1.33) represents the wave field in the solid as a
superposition of waves from point sources on the transducer face but the elastic
waves in the solid in this case have elliptical wave fronts due to the interaction of
the spherical waves in the fluid with the plane interface at oblique incidence.
Because one must take many source points on the transducer surface to evaluate
Eq. (1.33) accurately, like the angular plane wave spectrum beam model, this
beam model is not very computationally efficient.

One way to develop a fast beam model is to introduce the paraxial
approximation. Loosely speaking, this approximation assumes that the ultrasonic
wave field can be described as a well-collimated beam where there is a single
predominant propagation direction. In the first (fluid) medium this direction is
normal to the face of the transducer. In the k-space integrations of Eq. (1.30) the
paraxial approximation corresponds to assuming that kk, <<k, . If one
introduces this paraxial approximation into Eq. (1.30) and one also uses Stokes'
theorem to replace the surface integral over S, by an explicit term and a line
integral around the edge, C,, of the transducer, one obtains a boundary
diffraction wave beam model of the transducer wave field in the quasi-plane
wave form [1]

V" (x, £) =TS exp(ik,D,, +ik,D,, ) C(x, f) (1.34)
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(b)

Figure 8. (a) Geometrical parameters that define the propagation of the waves from the transducer
into the solid in the paraxial approximation, and (b) those parameters defined in the plane of the
transducer.

where the diffraction correction, C(x, f), is given by

ik p? (x,0)( cos® ¢ N sin’ ¢

O(x)- d
1 (X) eXp 2 AxO Av() ¢
C(x,f)= - - (1.35)
(x.) VALA, EE cos2¢>+sm2¢
Ax() Ayn
and where
1 zinside S,
0(x)=41/2 zonC, (1.36)

0 Z outside S,

with



Fundamental Models and Measurements for Ultrasonic Nondestructive Evaluation Systems 23

A, =Dy, +C_2D20
“ 1.37
NP L -
¢, cos” By,
The distance p,(x,¢) is shown in Fig. 8(b). This distance is measured from a
point, z, on the plane of the face of the transducer to an arbitrary point on the
edge of the transducer, where z is the point obtained by tracing a ray (the dashed
line in Fig. 8(a)) from x to the plane of the transducer face along a ray that is
parallel to the fixed ray that lies along the central axis of the transducer in the
fluid and satisfies Snell’s law (the solid line in Fig. 8(a)). The distances
(D,y»D,,) and the plane wave transmission coefficient, 7} , are calculated along
the central axis ray. This boundary diffraction wave beam model is typically
several orders of magnitude faster to compute than either the angular plane wave
spectrum model or the Rayleigh-Sommerfeld model so that it can be used
effectively as a beam model whenever plane interfaces are present. For curved
interfaces, however, all of these beam models have difficulty in dealing with
cases where focal points or caustics are present in the solid [1].

A beam model that is both fast and can handle curved interfaces is the multi-
Gaussian beam model [15]. In this model, the basis functions used are Gaussian
beams which have an advantage over plane waves or spherical waves in that they
remain well-behaved even after transmission through curved surfaces and the
laws that define their propagation and reflection /refraction can be obtained
analytically. Also, by superimposing only ten Gaussian beams one can accurately
represent the wave fields of circular piston transducers that are either planar or
focused so there is very little computation required for a Gaussian beam model.
Gaussian beam models do rely on the paraxial approximation so they can degrade
if the conditions of that approximation are not satisfied (as with tightly focused
probes, near critical and grazing angles, etc.).

For the interface problem of Fig 7 the transducer wave field of a circular
planar piston transducer is given by the multi-Gaussian beam model in the same
quasi-plane form of Eq. (1.34), where the diffraction correction is expressed
as [15]

_ 10 \/det[Mz(Dw)l \/det[M1(D10)l
pr \/det[Mz(O)]r \/det[Ml(O)], (1.38)

[Vi(0)] exp {i%yT [aM, (D) ] y}

C(x.f)
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and the ten values of [V, (0)1 and [ M, (O)]r(r =1, 2, ..10) can be related to a
set of ten complex coefficients (A,,B,) given by

[Vi(0)] =4,

li 0 (1.39)
C .
[Ml (O):Ir = " iB

0 L

¢, D

1R

where the Rayleigh distance ﬁR =k1a2/ 2 in terms of the radius, a, of the
transducer and y =x—x,=(,,¥,)is a vector in a plane perpendicular to the
central ray of the transducer in the solid medium from point X, on that central
ray to point x (see Fig. 8(a)). Wen and Breazeale [16] obtained the set of ten
coefficients (A, ,B, ) appearing in Eq. (1.38). Those coefficients approximate the
piston profile on the face of the transducer and generate through Eq. (1.38) a very
accurate model of the transducer wave field except in the very near field. The
propagation of the Gaussian beam in the fluid is given by the propagation
law [15]

[, (0)}, ]
1+ D,yc, [{M1 (0)}, ]

[M,(D,,)] = o] | (1.40)

1+ D,c, [{M1 (0)}22]

r

If the transducer is radiating through a curved interface where a principal axis of
the surface is aligned with the plane of incidence of the transducer (the plane that
contains the central transducer axis and the normal to the interface) the
transmission law across the interface is [15]

_(cosz 6, +Khu)/cos2 o, ]
¢,(Dy —iD,/B,)

M,(0)| = , 1.41

[ o )]’ 1+ Kh,, (14D

0 ¢,(Dy—iDy/B,)
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where

K:(D]O—iDR/Br)(cosé?] —icosezj (1.42)
G
and (h,,h,,) are the principal curvatures in the plane of incidence and
perpendicular to that plane, respectively.
Finally, the propagation law in the solid is [15]

[, ()}, ]

I:MZ(DZO)] _ 1+D20€2|:{M2 (0)}11:|r (143

f [{m,(0)},, |

0 - _
1+ Dye, | {M, ()}, |

Thus, with the (Ar,Br) coefficients and these propagation/transmission laws, all
the terms in Eq. (1.38) are explicitly known.

In exactly the same fashion a multi-Gaussian beam model can be constructed
for generally oriented curved interfaces and multiple solid media, including
anisotropic elastic solids. Rectangular transducers and spherically focused and
cylindrically focused transducers can also be easily simulated with a multi-
Gaussian beam model. Thus, a multi-Gaussian beam model is often the beam
model of choice to simulate ultrasonic transducer wave fields.

The plane waves, spherical waves, and Gaussian beams discussed above are
the basis functions most commonly used to generate ultrasonic beam models.
Other more direct numerical methods such as finite elements [17], boundary
elements [18], finite differences [19], and the finite elastodynamic integration
(EFIT) technique [20] can also be applied but in general those methods are
computationally intensive which severely limits their use in conducting
significant parametric studies.

5. Flaw Scattering Models

In the general ultrasonic model of Eq. (1.5), if we assume that the incident waves
in states (1) and (2) can be described by the quasi-plane wave forms of Eq. (1.6)
but if we do not assume that the variations of these incident waves over the
surface of the flaw are negligible, that measurement model becomes
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V(1) =s) P| [9 509 (5 4 oo s 4
f (1.44)

with

(1.45)

j b

A(x, f)= 47[p1 2 [fg)d}z) + thjkldlEZ) (61(2) o )‘7;(1)}”
27 a2
where Cy, is the elastic constant tensor for the material surrounding the flaw and
n; are the components of the outward unit normal on the flaw surface. The
quantities (Té.l),vi(l)) are the stresses and velocity components on the surface of
the flaw due to both the incident and scattered waves and the normalized
quantities (f(.l) ,171.(1)) appearing in Eq. (1.45) are defined as

u

1)
o) _ 27T
i =g
vV
" (1.46)
j vpV(l)

Physically, these normalized fields are the stresses and velocity components due
to an incident quasi-plane wave of unit amplitude incident on the flaw.

Writing the measurement model in this manner is revealing as, like the
Thompson-Gray measurement model, we see the ultrasonic beam model terms
appear explicitly in Eq. (1.44). The quantity A(x, /) thus contains the flaw
scattering response. However, unlike the Thompson-Gray measurement model
we see that the beam model terms and flaw scattering response cannot be treated
separately in Eq. (1.44) as they must be integrated together over the flaw surface.
Comparing Eq. (1.7) and Eq. (1.44) we see that the far-field scattering amplitude
component, A(f), appearing in the Thompson-Gray measurement model is
given by

A(f)=[A(x, f)exp(ik,.e? -x)dS (x). (1.47)
N
In an elastic solid, the incident waves that strike a flaw can be either P- or
S-waves. In the far-field of the flaw the scattered waves are both spherical P- and
S-waves. For an incident plane wave of type f (£ = p,s) and scattered waves
of type & (&= p,s) the scattered displacement vector, u, in the far-field is given
by [1]



Fundamental Models and Measurements for Ultrasonic Nondestructive Evaluation Systems 27

explik ,r ik
u(x f)=A"U, —p(r » )+A‘“ﬁUO —eXp(; af) (1.48)

where U, is the displacement amplitude of the incident wave,(kpz,ksz) are the
wave numbers for scattered P-waves and S-waves, respectively, and r is the
radial distance from a fixed point on the flaw, usually taken as the flaw “center”
to point x. The quantities A“* are the far-field vector scattering amplitudes of
the flaw. These vector scattering amplitudes can be expressed as integrals of the
stress and velocity fields over the surface of the flaw from which it is easy to
show that for a given set of incident and scattered waves (i.e. for specified & and
B wave types) we have [1]

A(f)=[A(x f)exp(ik,.e? x)dS (x) = A -(-d), (1.49)

where recall d? is the polarization of the wave incident on the flaw from the
receiving transducer (acting as a transmitter) in state (2). It is only in the
Thompson-Gray model that this specific component of the vector scattering
amplitude appears explicitly, but even in the more general case, as Eq. (1.49)
shows, the quantity A(x, f) is also closely related to this same component.

Obtaining either A(x,f) or A(f) is a challenging task since real flaw
morphologies are often not simple and to find the stresses and velocities on the
flaw surface rigorously it is necessary in general to solve a complex boundary
value problem. Numerical methods such as boundary elements or finite elements
may often be required to obtain these wave fields but one can obtain some useful
flaw scattering with approximations. Here we will describe some results that
have been obtained with the Kirchhoff approximation.

The Kirchhoff approximation assumes that on that part of the flaw surface,
called the lit surface, Sj;, where the incident wave (assumed to be planar) can
strike the surface directly, the scattered fields are given by the reflected and
transmitted plane waves calculated at a plane interface whose normal locally
coincides locally with the normal to the surface of the flaw at every point on the
lit surface. On the remaining part of the flaw surface it is assumed that the total
fields are identically zero. Since the interactions of a plane wave with a plane
interface is a problem that can be solved analytically, using the Kirchhoff
approximation leads to an explicit expression for A(x, f) and hence an integral
expression for A(f) [1].Recently it has been shown that for the pulse-echo
response of an arbitrary stress-free flaw in an elastic solid, where the scattered
wave direction is directly opposite to the incident wave direction, e, in state (1),
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the Kirchhoff approximation for A(x,f) is identical to the same pulse-echo
response for a void in a fluid [21], namely

A(x f) z%(e(l) n)exp ity () | (150)

where in pulse-echo we have set the incident wave and scattered wave modes
equal (a=p) and kg, (f=p.s)are the wave numbers for the host material
surrounding the flaw for P-waves or S-waves, respectively. Thus, the pulse-echo
scattering amplitude component, A( f), for an arbitrary stress-free flaw in the
Kirchhoff approximation is given for either P-waves or S-waves as

A(f) =%}:2H(e(l) -n)exp[2ikﬁ2 (e -x)]ds(x). (1.51)

lit

There are a number of canonical stress-free geometries where Eq. (1.51) can
be evaluated explicitly. For a spherical void (pore) of radius b we find [22]

sin(k,b)

(1.52)
kb

A(f)=_7bexp(—ikﬁ2b) exp(—ik,,b) -

For an elliptical flat crack with semi-major axes (b,,b,)along the unit vector
directions (u,,u, ), respectively, [22]

~ibb, (e -n)
A(f)=——"—"L7,(2kp,r). (1.53)
2r,
where
r :\/bf (e u,) +52 (" -u, ) . (1.54)

Finally, for a side-drilled hole of radius » and length L, which is a reference

reflector commonly used in NDE, when the incident wave direction, el , lies in a

plane perpendicular to the axis of the hole we have [22]

(kﬁzb)L[ +i(kﬁ2b)L
2 V4

A(f)=

where §, is the Struve function. The beam variations over the length of a side-
drilled hole in an ultrasonic measurement cannot normally be neglected, so that
Eq. (1.55) cannot be used directly in the Thompson-Gray measurement model.

J,(2ky,b) =i, (2K 5,b) | . (159)
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However, Schmerr and Sedov [23] have derived an equivalent measurement
model that assumes that the beam variations are negligible only over the cross-
section of the hole. In that case the general reciprocity-based measurement model
reduces to

A O L R e

L || —ik,Z"

where \70("’) (z,f) are the normalized incident wave fields evaluated along
the central z-axis of the side-drilled hole. For holes whose length exceeds
the incident beam width the z-integrations in Eq. (1.56) are simply
truncated at locations where the beam amplitude has become sufficiently small.
Equation (1.55) can be placed into this measurement model to simulate the pulse-
echo response of the side-drilled hole.

The Kirchhoff approximation can also be used to model the response of flaws
with complex shapes. In those cases one must perform the integrations of the
known fields over the lit surface numerically. However, if one evaluates the
surface integral approximately at high frequencies with the method of stationary
phase, an explicit expression can be derived for what is called the leading edge
response of a volumetric (i.e. non crack-like) flaw. In a pulse-echo setup, for
example, the leading edge response of a convex inclusion, A, , for either P-waves
or S-waves is given by [1]

R,\RR
=N 12 exp(—2iky,d), (1.57)

A(f)
where R, is the plane wave reflection coefficient at normal incidence to a planar
interface between the host and flaw, (RI,RZ) are the principal radii of curvature
of the flaw surface at the stationary phase point, and d is the distance from a
fixed point (usually taken as the “center” of the flaw) to where the constant phase
plane of a propagating plane wave traveling in the incident wave direction first
touches the flaw surface. Similar results can also be obtained for a more general
pitch-catch setup. For very complex shaped non-convex flaws there may be
multiple stationary phase points and hence multiple leading edge response
contributions that must be obtained.

Since the magnitude of the leading edge response is a constant, this
contribution to the total scattered wave response is present at all frequencies and
is relatively insensitive to the limited bandwidth present in ultrasonic systems. In
many cases, therefore, this leading edge response dominates the scattering
response of even complex-shaped volumetric flaws.
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We have given only a few examples of flaw scattering responses in this
section, concentrating on cases where significant analytical results are possible
with the Kirchhoff approximation. Other approximate methods such as the Born
approximation [24], the geometrical theory of diffraction [25], and low-
frequency approximations [26] also can yield useful results without resorting to
brute force numerical methods.

6. Summary

As shown in this chapter we can model and/or measure all the elements of a
typical bulk wave ultrasonic NDE system. The system function can be obtained
by making a single output voltage measurement in a reference setup or by
making a detailed set of electrical measurements of the electrical and
electromechanical elements of the measurement system. The acoustic/elastic
transfer function can be found with the use of ultrasonic beam models and flaw
scattering models. Combining these models and measurements in a complete
ultrasonic measurement model gives us the capability to make absolute
predictions of the measured A-scan (voltage versus time) signals seen in
ultrasonic flaw measurements. These developments make it practical to design,
engineer, and optimize ultrasonic NDE systems at many levels. This model-based
approach also provides the basis for making quantitative flaw evaluations, which
in many cases is the end goal of ultrasonic NDE inspection efforts. Significant
uses have already been made of this comprehensive ultrasonic measurement
model and many more applications are possible in the future. By necessity, the
discussion in this chapter has only outlined the main features of the underlying
models and measurements. Much more detail can be found in [9].
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CHAPTER 2

INTEGRATED AND FLEXIBLE HIGH TEMPERATURE
PIEZOELECTRIC ULTRASONIC TRANSDUCERS
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75 de Mortagne Blvd., Boucherville, QC, J4B 6Y4, Canada
cheng-kuei.jen@crnc-nrc.gc.ca

Thick (> 40 um) ceramic films as piezoelectric and ultrasonic transducers (UTs)
have been successfully deposited on metallic and non-metallic substrates by a
spray technique. In the film fabrication a composite consisting of piezoelectric
powders well mixed with solution of high dielectric constant is directly sprayed
onto the substrate. It is then dried, fired or annealed by heat. Multiple coating is
used to achieve preferred thicknesses. A corona poling is utilized to achieve the
piezoelectricity of the film. The top electrode is accomplished by a painting
method. All fabrication processes may be carried out on-site and by handheld
devices. Integrated ultrasonic longitudinal, shear, surface and plate wave
transducers have been made. The same technology has been also used to
fabricate flexible transducers consisting of a thin substrate, a piezoelectric
ceramic film and electrodes. The flexibility is realized owing to the porosity of
piezoelectric film and the thinness of the piezoelectric film, substrate and
electrodes. All transducers have been tested at least up to 150°C. Their
applications for non-destructive testing of different materials are demonstrated.

1. Introduction

Non-destructive testing (NDT) of materials are commonly performed to identify,
characterize, assess voids, defects and damage in metals, metal alloys,
composites and other materials [1,2]. Furthermore, the increasing demand to
improve the performance, reduce downtime, increase reliability and extend the
life of transportation vehicles, structures and engineering systems, requires the
use of systems that have integrated capabilities with built-in sensors that perceive
and process in-service information and take actions to accomplish desired

33
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operations and tasks [3-6]. It is established that ultrasonic methods are widely
used for real-time, in-situ or off-line NDT and evaluation of large metallic and
polymeric composite structures including airplanes, ships, automobiles, pressure
vessels and pipelines [5,6]. Because of their subsurface inspection capability,
elastic property characterization ability, fast inspection speed, simplicity and
cost-effectiveness, there has been considerable interest in ultrasonic NDT [5-15].
In many applications, ultrasonic inspections may need to be applied to curved
surfaces or complex geometries [1,2,5,6]. It is known that conventional planar
ultrasonic transducers (UTs) show poor inspection performance on curved
surfaces. Also applications may often be subjected to high temperature (HT)
environments [7-15]. Common limitations of current piezoelectric UTs are
(a) lack of suitability for use on curved surfaces and (b) the difficulty for use at
temperatures higher than 100°C. Therefore the objective of this investigation is to
develop integrated longitudinal (L), shear (S), Rayleigh surface (RAW) and
Lamb plate acoustic wave (PAW) transducers and flexible HTUTs operated at
least up to 150°C. NDT of different materials employing these HTUTs will be
demonstrated.

2. Fabrication and Characterization

In this study thick (> 40 pm) piezoelectric ceramic films as UTs are of interest.
These films can be made by the technologies of jet printing [16,17], screen
printing [18,19], tape casting [20,21], dipping [22,23], hydrothermal method
[24,25], etc. Here an alternative sol-gel spray technique is used [14,15,26]. The
ball-milled sub-micron piezoelectric lead-zirconate-titanate (PZT) or bismuth
titanate (BIT) powders were dispersed into PZT sol-gel solution. The PZT and
BIT powders were chosen because of their high piezoelectric constant and high
Curie temperature (675°C), respectively. The final PZT/PZT or BIT/PZT mixture
(paint) was then sprayed directly onto selected metallic substrates, such as
stainless steel (SS) and aluminum (Al) alloys through an airbrush. With this
sol-gel spray technique, the films can be produced at desired locations using a
paper shadow mask. After spraying the coating, thermal treatments such as
drying, firing and/or annealing were normally carried out using a heat gun. In
special cases in this study a furnace would be used and mentioned specifically.
Multiple coatings were made in order to reach desired film thicknesses. In this
study the film thickness is between 40 and 200 um. Piezoelectric films were then
electrically poled using a corona discharging technique. The corona poling
method was chosen because it could pole the piezoelectric film over a large area
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with complex geometries. Finally, silver paste, platinum paste or silver paint
spray method was used to form the top electrodes at room temperature.

The measured relative dielectric constant of the PZT/PZT film and BIT/PZT
film was about 320 and 80, respectively. The d;; measured by an optical
interferometer is 30 (10> m/V) for PZT/PZT and 10 (10" m/V) for BIT/PZT.
The thickness mode electromechanical coupling constant measured was 0.2 for
PZT/PZT and that for BIT/PZT was weaker. Figures 1(a) and 1(b) show the SEM
images of the PZT/PZT and BIT/PZT film, respectively. They indicate that the
grain size is less than 1 um and the film is not dense. It is suspected that the
porosity contributes to the low values of the dielectric constant, d;; and the
thickness mode electromechanical coupling constant,

Figure 1. SEM images of (a) PZT/PZT film and (b) BIT/PZT film.

3. Integrated Longitudinal and Shear Wave Transducers

It is known that the broadband MHz frequency L UT is suitable for defect or void
detection. Here we would like to demonstrate that integrated thick film UTs at
440°C could perform these defects detection. Figure 2(a) shows a 200 um thick
BIT/PZT film was deposited onto a 12.7 mm thick steel plate. In this case the
heating was performed using a furnace instead of a heat gun. The ultrasonic
signals reflected from a bottom drilled flat hole of 1.0 mm diameter are shown in
Fig. 2(b). The four traces from top to bottom show that the length of this
hole measured from the bottom of the plate are 0, 1 mm, 2 mm and 3 mm,
respectively. The large signal at the end of the traces in Fig. 2(b) was the
reflected echo from the bottom of the steel substrate. Figure 2(b) demonstrates
that ultrasonic monitoring of the extension of the defect length can be performed
at 440°C, and the time delay of the signal reflected from the defect can be used to
know the position of the tip of this bottom drilled flat hole.
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Figure 2. (a) A 200 pum thick BIT/PZT film deposited onto a planar steel substrate and (b) the
ultrasonic monitoring of the extension of the artificial vertical defect at 440°C.

Solid

Air Interface

Figure 3. Reflection and mode conversion with an incident longitudinal wave at a solid-air
interface.

Various efforts have been devoted to the development of piezoelectric
HTUTs of large bandwidth and high efficiency [7-15] and they may be supplied
by several companies. However, it is understood that S waves may be
advantageous over L waves for NDT and characterization of materials because
liquid and gas medium do not support S waves. In addition, for the evaluation of
material properties, sometimes it is important to measure shear modulus and
viscoelastic properties in which S wave properties are a requisite. Furthermore, a
HTUT setup to generate and receive both L and S waves at the same sensor
location would be also of interest.

The mode conversion from L to S wave due to reflection at a solid-air
interface was reported [27,28]. It means that the L wave UT together with L-S
mode conversion caused by the reflection at a solid-air interface can be
effectively used as a S wave probe as shown in Fig. 3. In Fig. 3, L; waves
generated by an L wave UT reach a solid-air interface and reflected as L, and S,
waves. The equations governing the reflection and mode conversion with respect
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to the L wave incident angle € can be given in Eqs.(1)-(3) [29], where V, and V;
are L and S wave velocities in the solid, respectively, and R; and R,; are energy
reflection coefficients of the L and S waves, respectively.

Vi _V, ()
sin9_sin¢)
r 2
cos? 2¢—(VY/VI)2-sin26-sin2(p 2)
Ry= 2 ‘ 2 . .
| cos 2(0+(Vs/vl) -sin 2¢ - sin 26
R 4(VS/V1)2'C032 2¢-sin26 -sin 2¢ (3)
=
' 00522(/7+(VS/V1)2-sin2¢-sin20]2

In this study, a mild steel with the L wave velocity V, = 5900 m/s and S wave
velocity V; = 3200 m/s at room temperature was used as the substrate. Figure 4
shows the calculated energy reflection coefficient based on Egs. (2) and (3) for
the mild steel substrate. It indicates that the maximum energy conversion rate
from the L; wave to the S, wave is 97.5% at @ = 67.2°, and the reduction of the
energy conversion rate is within 1% in the @range between 60.8° and 72.9°.
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Figure 4. Energy reflection coefficient vs. 8 (incident angle).

In order to achieve S wave HTUTs firstly we fabricated the 100 um thick
BIT/PZT film L wave UT using the sol-gel spray technique described in
Section 2. Let this L UT be in a plane parallel to the mode converted S wave
direction as shown in Fig. 5(a). This approach could reduce the machining time
of the substrate and thick UT film fabrication difficulty. The top electrode was
made by platinum paste which can sustain the temperature up to more than
450°C. By considering this criterion, € + ¢ is required to be 90°. From Eq. (1),
which is the Snell’s law, we can obtain €= 61.5°. At this angle, the conversion
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rate is 96.7% that is only 0.8% smaller than the maximum conversion rate at
67.2°, based on the result in Fig. 4. Therefore, Figs. 5(a) and 5(b) show the
design schematic and actual device developed for this study, respectively.
Figures 6(a) and 6(b) show the ultrasonic signal in time and frequency domain,
respectively, of the received S, wave in the pulse-echo mode at 350°C. The S"
represents nth round trip of the S wave echoes traversing back and forth between
the L UT and the probing end in Fig. 5. The center frequency of the S' echo was
6.7 MHz and the 6 dB bandwidth was 3.8 MHz. The signal-to-noise ratio (SNR)
of S' echo was about 30 dB. The SNR is defined as the ratio of the amplitude
of the S' echo over that of the undesired signals between the S" echoes in
Fig. 6(a). The signal strength of the S' echo at 350°C was 5 dB smaller than that
at room temperature. It can be seen that the received L wave is not visible due to
the fact that the dimension of the substrate has been chosen so that the reflected
L wave from the probing end does not enter into the aperture of the L UT.

25mm ~ Probing
NNeSMm ey

~
Probing End
(a) (b)

Figure 5. (a) Schematic diagram and (b) actual device of an integrated S wave UT probe with the L
wave UT is located in a plane parallel to the direction of mode converted S wave where 6 = 61.5°.
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Figure 6. Ultrasonic signal in (a) time and (b) frequency domain of the S wave UT probe shown in
Fig. 5 at 350°C.
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If one would like to generate and receive both L and S waves at the same
time, then the S wave probe shown in Fig. 5 can be modified to achieve such a
purpose. In fact, it simply makes a slanted surface with an angle 45° from the
intersection of the slanted plane and the line from the center of the L UT as
shown in Fig. 7(a). The 45° angle plane will reflect the energy of the L; wave into
the L, 4sc wave normal to the probing end as shown in Fig. 7(a). Therefore, in
principle, the upper part of the L wave, generated from L UT, can be used to
produce the S; wave and the lower part to produce the L, 5. wave. Figure 7(b)
shows an actual device developed. Figure 8 shows ultrasonic signal in time
domain in the pulse-echo mode at 350°C, in which the S, (S" and L, (L") waves
are observed simultaneously. The L' represents the first round trip L wave echo
traversing between the L UT and the probing end. The center frequencies of the
S' and L' echoes were 7.0 MHz and 7.0 MHz and the 6 dB bandwidths were
3.0 MHz and 3.8 MHz, respectively. During the top electrode fabrication for the
device shown in Fig. 7(b), the area of the top electrode was adjusted so that the
amplitude of the reflected S, and L, 45- waves were nearly the same. The SNR of
the L' and S' was about 20 dB.

~
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Figure 7. (a) Schematic diagram and (b) actual device of an integrated L and S wave probe with
the L wave UT located in a plane parallel to the direction of S, wave.
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Figure 8. Ultrasonic signal in time domain of the L and S wave UT probe shown in Fig. 5 at 350°C.
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4. Integrated RAW and PAW Transducer

For NDT applications there is a critical need for integrated in-situ sensors for
local and global damage detection and assessment [3,4]. In the past the local
aspect of the damage monitoring on metals and graphite/epoxy composites has
been reported [14,15]. It is known that RAW and PAW transducers [27,30] can
be used for NDT of metals such as SS and Al alloys in the range of several
centimeters or meters depending on the attenuation characteristics of the
substrates. In the common practice the L or S wave UTs and a wedge are used
to generate and receive the desired RAW and PAW with the proper
mode conversion inside and through the wedge [1,2]. However, there is a
requirement of an ultrasonic couplant between the wedge and the sample under
test. It is difficult to apply these UTs, wedges and couplants on curved surfaces
and at HT.

In this section, the purpose is to develop techniques for on-site fabrication of
RAW and PAW transducers directly onto desired SS and Al alloy substrates for
NDT applications at 150°C. Since pulse-echo modes are of interest for NDT
applications, most of our measurement data will be shown for this mode although
measurement data in transmission modes will be demonstrated as well. One goal
is to use these structurally integrated sensors, to inspect, for example, in-flight
aircraft critical components, thus increasing platform availability and reducing
associated maintenance costs.

The fabrication processes of RAW and PAW transducers are the same as
those for the fabrication of L. UT except that the top electrode is made in a shape
of interdigital transducer (IDT). Since in this study the desired RAW and PAW
operation frequency range is between 0.5 and 2.0 MHz, one mask used in this
study is designed, fabricated by the electrical discharge machining (EDM)
method and shown in Fig. 9. The top and bottom connection electrodes parallel
to the wave propagation direction are called bus-bars, the other thin electrodes
perpendicular to the wave propagation direction are called fingers. The finger
widths of the IDT are 0.5 mm for the IDT. The separation among the fingers is
also 0.5 mm wide. The mask is made of a 0.57 mm thick SS plate. The thickness
is chosen so that the mask is flat, has negligible shadow effect during the
colloidal silver spray and is reusable. Such finger width is convenient for the
colloidal silver spray method. This IDT fabrication technique makes the selection
of finger size and sensor size simple and convenient.
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Bus-Bar

Figure 9. Mask of an IDT pattern.

4.1. Integrated Ultrasonic Transducer on Al Alloy Substrates for RAW and
PAW Measurements

Al alloys are common materials for aircraft structures and other transportation
systems, such as automobiles. A 25 mm thick Al alloy plate is used here for
RAW experiments. Two IDTs were made on top of the 86 um thick PZT/PZT
film by the colloidal sliver paint spray. The thickness was about several microns.
Figure 10 shows the integrated PZT/PZT composite film transducer with the IDT
near edge “A” operated in the pulse-echo mode at 150°C. The limitation of
150°C came from the consideration of the 350°C Curie temperature of PZT/PZT
composite films and sprayed colloidal silver paint IDT electrodes.

Electrlcal

/ "

Aluminum Block
(25 mm Thick)

Figure 10. A 25 mm thick Al alloy plate with an IDT RAW transducer operated in pulse-echo
mode. The 86 pm thick piezoelectric film was made of a PZT/PZT composite.
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The measured RAW signals in time domain with a band pass filter between
0.5 MHz and 2.0 MHz is given in Fig. 11. In Fig. 11 R4, Rg and Ru,p are the
reflected echoes either from the edge “A” or the edge “B” through the
corresponding Rayleigh wave travel paths (distances) of 2A, 2B, 2(A+B),
respectively. The longest travel distance in this figure was 306 mm (for Ra.p).
The two edges can be considered as large deep defects (cracks) in practical NDT
applications. It means that this integrated RAW transducer can be regarded as a
good NDT tool at 150°C for a sensing distance of 306 mm (e.g. Ra.p). The
noises in Fig. 11 came from the scattered bulk waves from the lower corners of
the two edges of the Al alloy substrate. It is noted that when both IDTs shown in
Fig. 10; one as the RAW transmitter and another as the receiver, are used,
transmitted RAW can be obtained. The IDT near edge “B” can be also operated
in the pulse-echo mode.
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Figure 11. Ultrasonic performance of an IDT RAW transducer shown in Fig. 10 and operated in
pulse-echo mode at 150°C in time domain with a band pass filter between 0.5 MHz and 2.0 MHz.

At room temperature the measured L wave velocity V; and S wave velocity
Vs of this Al alloy substrate are 6343 m/s and 3044 m/s, respectively. Using these
data and Eq. (4) in [27,30]

V 6 V 4 v 2 V 2 % 2
A A 2
VS VS Vl VS ‘/l

The calculated RAW group and phase velocity Vi is 2846 m/s. It is noted that
for isotropic substrates the phase velocity is equal to the group velocity [27,30].
